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Observability Analysis of Alignment Errors in GPS/INS
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Misalignment can be an important problem in the integration of GPS/INS. Observability

analysis of the alignment errors in the integration of low~grade inertial sensors and multi-
antenna GPS is presented in this paper. A control-theoretic approach is adopted to study the
observability of time-varying error dynamics models. The relationship between vehicle motions
and the observability of the errors in the lever arm and relative attitude between GPS antenna
array and IMU is given. It is shown that alighment errors can be made observable through
maneuvering. The change of acceleration makes the components of the relative attitude error
that are orthogonal to the direction of the acceleration change observable. The change of angular

velocity makes the components of the lever arm error that are orthogonal to the direction of the
angular velocity observable. The motion of constant angular velocity has no influence on the

estimation of the lever arm.
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Nomenclature

Throughout this paper, the following notations

are used :

wé» . Column vector of angular velocity of a
frame b relative to a frame a, decomposed
in a frame c.

P? | Position vecior decomposed in a frame a.

Ve [ Velocity vector decomposed in a frame a.

R? . Rotation matrix from a frame a to a frame
b.
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L4 . Skew-symmetric cross product matrix of
<
Hak.
I © An nX# identity matrix.

0 . A zero matrix with an appropriate dimen-
sion.

(") : Estimated value of ( ).

&( ) : Estimation error of { ).

("}  Time derivative of { ).

( )7 I Transpose of { ).

[{ )] : Absolute value of { ).

ﬁ(t)i i-th time derivative of a matrix A that is a

di
T AD).

{ )X { )} ! Cross product of two vectors.
). ()

function of time (=

Dot (scalar} product of two vectors.
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The navigation frames used in the paper are as
follows :

i-frame . Earth-centered inertial {ECI) frame.
e-Trame . Barth-centered earth-fixed frame.
t-frame ; Barth-fixed tangential frame (east,

north, up).
n-frame’ Body-fixed navigation frame (north,
cast, down).
b—frame: Body-frame (forward, right, down).
a-frame! GPS antenna-frame.
1. Introduction

Misalignment can be a serious problem in ac-
curate GPS/INS systems. While the GPS antenna
is mounted on the cutside of a vehicle, an inertial
measurement unit (IMU) is usually placed inside
of a vehicle. Thus, the direct measurement of the
distance between the GPS antenna and IMU is
often quite difficult. The error in the estimated
value for the lever arm, the relative position of
GPS antennas with respect to the body frame of
the inertial sensors, can be of significant magui-
tude (Belf, 2000-2001}. The lever arm error in
large vehicles can be much greater than the cen-
timetre—level error in carrier-phase differential
GPS {CDGPS) measurement systems. A naviga-
tion system using multi-antenna GPS measure-
ments has similar alignment error characteristics.
The error in the estimation of the GPS antenna
array attitude relative to the inertial sensor frame
can be much greater than the atiitude measure-
ment error. These alignment errors can increase
errors in the estimation of the position, attitude,
and inertial sensor biases of vehicles (He and
Jianye, 2002 ; Hong et al., 2002).

Estimation of the misalignment between the
{wo sensor systems can be considered as a prac-
tical choice in situations when direct measure-
ment of the alignment errors cannot be easily im-
plemented. The precise estimation of the align-
ment errors requires accurate GPS measurement
systems. Thus, the quality of inertial sensors
might be considered to be as relatively less im-
portant if the GPS measurement update rate is
not too slow. This paper investigates the estima-
tion of the alignment errors in the integration of
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accurate GPS measurement systems with readily
available low-cost IMU.

To estimate the alignment errors, observability
properties of the GPS/INS system were investi-
gated. The analysis is based upon a null space
test of observability matrices for a multi-antenna
GPS measurement system (Hong et al., 2002), An
INS error dynamics model is expressed in the
Earth-centered Earth-fixed (ECEF) frame. Er-
rors in position, velocity, IMU attitude, biases of
gyros and accelerometers, GPS antenna lever
arm, and the refative attitude of a GPS antenna
array were considered in the observability analy-
sis. Among the inertial sensor errors such as
biases, scale-factor errors, and alignment errors,
biases are most unpredictable and dominant in
low-grade sensors. Since the period of testing for
the alignment error estimation is relatively short,
compared with the time-constant of bias drifts
{Goshen-Meskin and Bar-Itzhack, 1992 ; Gebre—
Egziabher et al., 1998 Hou and El-Sheimy, 2003),
the biases in the inertial sensors are modelled as
constant in this paper. It is shown that the time-
invariant error dynamics model has six unob-
servable modes when the position and attitude of
a vehicle are measured with a multi-antenna GPS
measurement system. Errors in the lever arm and
the relative attitude of the antenna array are not
observable. Both the error in the relative attitude
of the antenna array and the lever arm error con-
tribute to position error. The error in the estima-
tion of the relative attitude of the antenna array
also contributes to the error in the estimation of
the gyro bias and the attitude of the IMU.

It is shown in this paper that the GPS/INS
alignment errors can be made observable through
manoeuvring. Based on the observability analysis
of time-varying systems, all of the above unob-
servable modes in the time-invariant error dy-
namics model are shown to be observable if the
vehicle changes both the directions of angular
velocity and acceleration. The observability analy-
sis suggests that vehicles should move with vari-
ous attitudes and accelerations while the mea-
surement data are collected. Changes in accelera-
tion improve the estimation of the relative attitude
of the GPS anicnna array, The components of the
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relative attitude error that are orthogonal to the
direction of the acceleration change become ob-
servable. Changes in the arigular velocity decrease
the lever arm error. The components of the lever
arm error that are orthogonal to the direction of
the angular velocity become observable. Similar
results on the observability of level arm in the
integration of low-cost IMU and single antenna
GPS measurement system were found in (Hong et
al., 2005) . The motion of constant angular veloc-
ity does not have any effect on the cstimation of
the lever arm in the GPS/INS systems in which
low-grade inertial sensors are employed. These
relationships between the vehicle motions and
observability of alignment errors are very con-
sistent with both the simulation and experimental
results in (Hong et al., 2004).

The effect of manceuvring on the improve-
ment of the estimability of INS errors is well
known (Baziw and Leondes, 1972 ; Bar-Itzhack
and Porat, 1981 ; Porat and Bar-ltzhack, 1981).
Goshen-Meskin and Bar-Ttzhack proposed piece-
wise constant modelling for the observability
analysis of time-varying systems (Goshen-Mes-
kin and Bar-Itzhack, 1992). Using the modelling,
they showed that the number of unobservable
modes in INS error decreased with change in
acceleration (Goshen-Meskin and Bar-Itzhack,
1992) . This paper directly studied cbservability
properties of time-varying system. The effects of
both translatory and angular motions on the
enhancement of the observability for the estima-
tion of alignment errors were given in this paper.

Cne of the main contributions of this paper is a
control-theoretic approach for the observability
analysis on general time-varying systems in INS
aided by multiantenna GPS measurement system.
With this approach, the effects of angular motions
as well as translatory motions on the obscrv-
ability of errors in integrated GPS/INS systems
can be studied. The second contribution is that
the relationships between vehicle motions and the
observability of GPS/INS alignment errors are
given. The relationships given in this paper are
in agreement with the ear test results of (Hong et
al., 2004) on the estimation of the alignment
errors. Thus this paper confirms the validity of
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the experimental results with a car,

2. Navigation Erxror Propagation
Model

The navigation equations in the ECEF frame
are (Wei and Schwarz, 1990 ; Britting, 1971).

pPr=1e . (1
Ve=REFP —2a%X VEt g° (2)
 RE=RIOL (3)

where f° is the specific force in the body frame
and g° is the gravity in the ECEF frame. The cor-
responding INS mechanization differential equa-

tions are
pe=e (4)
V=R —2as X Vo 4° (5}
2= R34 (6)
B =% —Rbws 7N

where ]? > and &% are the measurements from ace-
elerometers and gyros, respectively. Let the mech-
anization errors are modeled as

Pe=P°+8P (8
Ve=Ve+oV (9
Ri=R¢(L+{rx]) (10
fo=f+eattwa (11

Gh=whtestwe (12)

where 7 is the attitude error, [y %] is the cross
product matrix of , &g is the accelerometer bias,
we is the accelerometer noise, &¢ is the gyro bias,
and g is the gyro noise. Attitude error in INS
error analysis has usually been represented in the
navigation frame such that R{= (L+ [77x]) RE
where g is the reference frame of INS, such as for
# frame (Wei and Schwarz, 1990 ; Britting, 1971 ;
Goshen—Meskin and Bar-Tizhack, 1992). The re-
lation between y? and y® is y¥=R§y" for small
¥®. Since the major erfor sources in inertial sen-
sors during run time are biases and the test time
for the error estimation is relatively short, error
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vectors &g and &, are assumed to be constant bi-
ases. Then, the linearized error propagation equa-
tions are

3P=8V (13)
SV=GOP—2058V — REF*y + Rieat REw. (14)
=08y ety (15)

&g=0 {16)

&a—0 {17y

e
where G:%, and F° &, and £§ are the

cross product matrices of f 5 w%, and @%, respec-
tively. The maximum singular value of ¢ is in the
order of 107® (Nash et al., 971}, the magnitude
of w% is in the order of 107° (Defense Mapping
Agency, World Geodetic System 1984), that of 7
is in the order of 10. The magnitude of 8P is in
* the order of 1, that of §V is in the order of 0.1,
and that of y is in the order of 0.01 in CDGPS.
The magnitude of &, is in the order of 0.1 and
that of €z is in the order of .00l in very-low
grade IMU. Thus, in this paper, the gravity gra-
dient and the angular motion of the earth can
be considered less important. Instead of (14) and
{(15), the following equations are used in the
following sections to simplify the observability
analysis :

8V =—REFty+ Rfcat REwa (18)
F=—R% v+ eetwe (19

3. GPS Measurement Error Model

Consider the measurement system in Fig. 1. In
the figure, three GPS antennas are placed on the
top surface of a vehicle. IMU is placed inside of
the vehicle. Even though three antennas provide
three-dmmensional attitude, four antennas are usu-
ally employed in the commercial products for the
improvement of measurement performance. The
main GPS antenna, antenna |, is used for the
position measurement. The attitude of the GPS
antenna frame is determined with all three GPS
antennas. Measurements from GPS receivers can
be described as
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Fig. 1 GPS/INS measurement system

=P+ REP+ o (20)
A=RiA+tva, /=23 (21)

where Ff is the measurement for the position of
GPS antenna I, P& is the measurement for the
position of GPS antenna j relative to that of GPS
antenna 1, [ is the position of GPS antenna |
relative to that of IMU decomposed in the body
frame, [fi is the position of GPS antenna j rela-
tive to that of GPS antenna | decomposed in the
antenna frame, and ¢, and u;; are measurement
errors. In this paper, & and /i are assumed to be
linearly independent so that the attitude of the
antenna frame can be determined with the three
GPS antennas. Estimations for measurements are
given as

Pi=pPe Rl (22)
=R RS (23)

Let the errors in the measurement estimations be
defined as

Pi=pr+oFf (24)
Pa=pri+oP (25)
fo=1+51 (26)
Ri={L+[y.x]1) RS (7)

where 8/ is the lever arm estimation error for
antenna 1 and yg is the error in the estimation
of the antenna frame relative to the body frame.
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Then, the linearized measurement estimation er-
rors can be shown as

SPE=8P—REL}y+RESI— 1 {28)
SPA=—RELH(y+7e) —vn (29)

where L} and L% are the cross product matrices
of /¥ and R}Ifi, respectively.

4. Observability Properties
of GPS/INS

In this section, observability analyses are made
for both a time~invariant error dynamics model
and a time-varying error model. Observability
properties are investigated by testing the null
space of observability matrices. For the sake of
simplicity of analysis, two types of time-varying
sys- tems are considered : a system with a time
~vary- ing acceleration and a constant
attitude, and a system with a constant acceleration
and a time- varying attitude.

Before the main part of this section is given,
conditions of observability of linear systems used
in this paper are introduced to clarify the observ-
ability analysis procedure. Consider the linear
system :

ia=AH)x ()
y(t)=C (£ x ()

where A{t) and C{f) are respectively the # X »n
and pX# matrices whose entries are continuous
functions of # defined over (—oo, ©0). Define a
sequence of pXu observability matrices Np(#),
Ni(#), -+, Naoi(£) by the equation

Nl =N, (D A +-FNa0),
k=0, 1,2, -, n—2

No{t)=C(#)

Suppose A(#) and C{{) in the system 2} are
analytic functions of {. Then, the time-varying
system (A{#), C{#)) is observable at time & if
there exists a finite time # > f such that the rank
of the matrix
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No(#)
Nn—; {#)

is # {Chen, 1984). Suppose A(#) and C{#) in
the system 2| are constant, Then, the time-in-
variant linear system is observable if and only if
the rank of the matrix

C
CA
CA?

cA

is #. If the linear time-invariant system is ob-
servable, then it is observable at every initial time,
and the determination of the initial state can be
achieved in any non-zero time interval (Chen,
1984).

4.1 Time-invariant systems

Suppose F¢ and I'” in 18 are constant such that
w=0. Neglecting the earth’s angular motion,
this subsection assumes that @%=0. Let

x=[8PT §V7T y7 &f &k 6I% vI]*¥ (31

y=[0F" 0P 6P]" (32)
0k 0 0 0 00]
00 —REFP O REOO
60 0 L 000

A=|00 0 0000 (33)
00 0 0 000
00 0 0000
00 0 0 0 00]

LO —RELE OO RE 0
C=|00—RELHOO 0 —RELY (34)
00 —RELEOO 0 —RELE

Then, the equations of errors for the INS mech-
anization and measurement estimation are

F=Ax+w (35)
y=Cx=v (36)

where v is the estimation error for GPS measure-
ments and ¢ and v are the first-order approxima-
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tion errors. To make observability analysis con-
venient, consider the following transformation ;

¥=T"'% (37)
A=T'=AT (38)
C=CT (39)
with
(L0 0 0 0 —Rgo]

0L 0 RILEO 0O
00 &k 0 0 0
T={o0o0 0 L 0 0
00 F° 0 K O
00 Ly 0 0 L
00 —~% 0 0 0 &

{40)

oo o o o

(L0 —RELY 0 O REO

0Lk 0 —RELYO O O

00 &k 0 000
“1=lo0 0 © E 00 0| 4D

o0 —F° 0 LE OO

oo —L% 0 0 L0

100 L 0 0 0 L]

Let
#=[8P" oV ¥* &% & 81" 7317 {42)

_[e0k0000

— T
Auo [0 00000 (43)

Then, we have the following property :

Property 4.1 : The time-invariant system (A, O
has six unobservable modes Zyo.

It can be seen from Property 4.1 that the six
unobservable modes are

F=v (44)
8I=8{—Lty {45)

Due to the unobservable mode 7, yq approaches
—7.

4.2 A system with a time-varying acceler-
ation and a constant attitude

This subsection investigates the effect of change

in acceleration on the observability of GPS/INS

systems. It is assumed that a vehicle’s attitude is

fixed and its acceleration is changing. The system
mafrices for this case are

[0 & 0 00 00]

00 —R{F®{(4) O REOO

00 0 LO0OO0O
At)=[00 0 0 0 00| (46)

00 0 0000

00 0 0000

00 0 0000

LO —RELE OO RS o
Cr=|00—RELLH 0O 0 —RiLL| (47

00 —RELH00 0 —RELA

The corresponding observability matrices are

— d
Nm(t)—Nr(t)Af(erf N-(8) ()

No(t) =Cy, 7=0, 1, -

For the sake of simplicity of analysis, consider the
lingar transformation

MADONAH Ty (), v=0, 1, -, n—1 (49)

M) =MD A, (8) -0 M:0), A1)
(50)
=10 A T~ L (1))

where Tr{¢) and T¥{¢) " have the same forms as
T and 77" in (40) and (41) with time-varying
F® For this case,

LO0oo0o0o 0
M)=|000000 —RELE (51)
000000 —RELA

[0 I 0 0 0 00]

00 0 0o REOO

00 0 L 000
- 00 0 000
A= J 0 (52)

00 — F () ~F*(1) 000

00 0 =LY o000

100 0 L 000

Let N, (¢} and M, {¢) be expressed with 3 by 3
block matrices as follows :
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wran (6 #ran (8) 0 mran (8
Nl =) #rgn i) Rroa () - nran(t) | (53)

Hrant) nren () - nran(f)

mr{].n(f) mru,z)(t) Mru,ﬂ(f)
M8 = mron (8) mrea(t) - mrenlf) | (54)

Mran (D) M (t) = wren(t)

Remark 4.1. Since the sixth column blocks in
Mo(1) and A,(t) are zero matrices, we have

Mre (F) = mros (E = mras (1) =0,

55
=01, -, n—1 (53)

Note 4.1, Suppose the vehicle’s attitude is fixed
and its acceleration is changing. Then, we have

-2 (7))
Mru,a)(l‘):jgl cu{HFY (1), mros (=mres (8=
0, =3, 4, -, #—1 where Cy;(f) is a matrix that

is a function of time.

Remark 4.2, It can be seen that mu;s{8) =0, i=
0, 1,2 and j=1, 2, 3.
Define unobservable modes such that

T
_ 00(%;‘%)) 0000);
00 0 0040

Trelt) 56)

Zn(t)={00000 L 0]7 (57)
Then, we have the following property :

Property 4.2. Suppose £ is constant and F* is
time-varying. If all of the time derivatives of
F?(#) bave the same direction, then the time-vary-
ing system (A/{f), C+(¢)} has only four unobserv-
able modes, Xs(t). Otherwise, {A(2), Cr(£))
has only three uncbservable modes, % (f).

From Property 4.2 it can be seen that if a
vehicle experience acceleration change in a given
direction, then the components of attitude error
that are perpendicular to the direction of the ace-
eleration change become observable. This result is
in agreement with the car test results in (Hong et
al., 2004).

4.3 A system with a constant velocity and 2
time-varying afttitude

Next, consider the case in which a vehicle’s

acceleration is zero and its attitude is changing. In

1259

this subsection, it is assumed that the angular
velocity of a vehicle is much greater than that of
the earth. Thus, the earth is assumed to be mo-
tionless such that w%=w5s. The system matrices
for this case are

0L 0 0 0 00]

00 —Ri(£}F*(¢) 0 RE(E) 00

00 —R&H L 0 00
Al =[00 0 0 0 00| (58

G0 0 0 0 00

Q0 0 6 ¢ 00

100 0 0 0 00

LO —REHLL 00 RE(H) 0
CAt)=|00 —RENLLHOG ¢ —REFLE|(59)
00 -Re(Lh00 0 —RIHLE

Define the transformation matrix such that

(Lo 0 00 —RH 0
[£Y)
6f 0 REHLYO  —RE() 0
00 &k 0 0 0 0
Tifi=[0 0 250 & 0 0 01(60;
2}
00 FY 0 L -RMHRAHO
00 L 0 0 ks 0
0 0 —h 00 0 k]

Lo —RHLE 0

01 Fall)
00 L 0
no=leo -0 &

00 i 0 L RR
00 =Lk {t 0 L
06k o 0 0 K

where
fos(£) =RED LEQH (D —RED LY (62)
sl = —REB RO LI—F (5 (63)

Let

Nial) =N Aul) +GNlD)

No(£} =Ca(8)
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where =0, 1, -,
the state vector.
As before, consider the linear transformation

M., (#) 2N, () T.{t), »=0. 1, -,

n—1, and # is the dimension of

n—1 (65)

M (8) =M(#) a8+ ML)
(66)
o d
A0 =Talt) " AdlD) To(0) —2(T (1))
where
0L ] 4 0 0 0]
)
00 RUALIGH(Y) anlt) RED 0 0
00 0 A 0 0 0
~ {i
Ad8=]0 9 ~§)’b(t) -5 0 0 ol (67)
)
00 ~F ol 0 asit) 0
00 0 -L! 0 & 0
00 0 L & ]
with
(1)
a,24(t)=—2R§(f)L?+R§(i)L?Q§,(1}) (68)
(2)
ami(t) =—REORLDLI—F*(8)  (69)
(3) 1) (2)
ams (1) =RE(RE(H) +REGREW)  (70)

The corresponding observability matrices are

LoOoOOO 0
Mo(£)=|000000 —RE(H LA {71)
000000 —REHLE

£ L0 0 00 *
* 00 —REHLLHO0 = |  (72)
* 00 —RE(DLHO0O =

Mi(2) =

(1)
w2 REGHLYOS (8 = RE(4 0 =
)
M) =| % s RENILOL(H) + 0 0| (73
(1)
* « REGALHSS (D + 0 0=

where * is a 3 by 3 matrix. Let N, (#) and M, (¢)
be expressed with smaller block matrices as fol-

lows
Vron () Ve (B) o vean(E)

N+ () =| vren{t) vren () - vren() | (74)
vran () tran (8 o vrenll)
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tran{t) tran() o pan (| [ palt)
M- (8) =ty () pren () - tran () |=| pn (8 | (75)
M (8 pren () - pen(8) | | pealt)

where vr. () and e, (£) are 3 by 3 block
matrices, t,;{#) is a 3 by 21 matrix with »=3, 4,
n—1, and j=1, 2, 3. Then,

() =~( RECO LGS () =3RSt )L")er( 2
~ R
taiz (t) =k(R§ () Laga (8) —3}%% (t) Lgl)f(-?le%b ()
gy 7

+Rb( ) 21 eb(l()
)
taaa(t)= (Rb( L5 (1) - 3Rh( )Lm)er( )

+RE(H) L?Qé’a {#)

+RE(H) 14.0% {f)
@ (1) (2}
taaa (8) =RE(H) —REHRE(HREEH (77
L () = pras (£) =0,
y=3,4, -, n—1 (78)
Let
(1)
X{5) =05 (0025
) @ (79)
+.05 ()95 (£) +25 (1)
Then, it follows that
tae (1) =REWH) X(#) (80)
{r-2)
tras (8) = RE (#), v=3,4, - (81)

Thus, from {66}, (67), and (81), the following
relationship can be obtained

(ram i),
y=3,4,

(=R (X +2
Hras il = Ky (1) X(f dt (82)

Note 4.2: For =2, 3, *-,
followings :

#—1, we have the

' T )
Pran gl( Qurei (8) 828 (f,))

(83)

r—1

+ 2 (Brars(8) f(?‘)b(t))

=

un

Ma

Hra12, 3)

[
[

1( [£- %251 J 55::; ) ) (84)
(

Uraras (£ =2 darenilt) -er )) (85)

J=1
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where {1'1,r+1,j(l(); a&,m,;(l‘), a{-],r+].,j(t) , and Br+1,j(t)
are 3 by 3 matrices that are functions of time. It
can be seen that By -1 (£) =R {f) and &, v ()=
RELY in (83), e ()=RE(#) LY, and
&1,y (t) =R (f) Lgl

Note 4.3: If f°(#)=—g°(#) and w&==0, then

(03]

fo(h =—ab () xf2(t) {86}
)
Note 4.4 : Let w5 (#) be constant and be parallel
_ N
with @%(#). Then, oniy &8/, (f) =ciab, () satis-
fies the relationship pug (1) 8, (¢) =0 for =3,
4, -, where ¢; is a constant number.

Remark 4.3 : If the velocity of a vehicle is not fast,
then @b ==0.

The observability conditions for the general
angular motion of the vehicle can be quite com-
plicated. In this paper the conditions for relatively
simple angular motions are investigated to obtain
physical insight on the effects of angular motion
of a vehicle on the alignment error estimation. Let

_ [00K0000] _

x“’_[o 00004 o] (87)

£u=[0000010]7 (88)
_ oo (wlk®)T 00 0 O]T
x”"m_[oo 0 00 (w0

Fuu(£)=[00000 (wfh{()T0]"  (90)
Then, we have the following properties

Property 4.3: Suppose f’=—g®% w&=0, and
wbs is constant. If w3s is parallel with g°, then the
time—varying system (A, (#}, Co(#)) has only six
unobservable modes, Zqp(#). Otherwise, the sys-
tem (A.(#), C2{#)} has only three uncbservable
modes, Feu{f).

Property 4.4: Suppose, f°=—g" wi=0 and
(1)
w5, (#) is constant and parallel with @3 (#). If

whs (£) is parallel with g°, then the time-varying
system (Aq{f), Ca{t)) has only two uncbserv-
able modes, X {f). Otherwise, the time-varying
system (Ag{t}, Ca(£)) has only one unobserv-
able mode, Ty (f).

q
Property 4.5 : Suppose F°=—g?% w&=0, wd is
: W
constant. Suppose also that both @% (¢} and wis
(1)
are not zero-vectors. If w2, is not parallel with

wb, (£}, then the time-varying system (A,(#),
Ce (1)) is observable.

From Property 4.4 it can be seen that if a
vehicle experience changes in angular velocity
with a given direction, then the components of
lever arm error that are perpendicular to the
direction of the angular velocity become observ-
able when the magnitude of L}y is much smaller
than that of §/. This result is in good agreement
with the car test results in (Hong et al., 2004) .

Observability analysis can be useful to under-
stand the limitation of measurement systems. If a
state is unobservable, the state can not be esti-
mated even with negligibly small sensor noises.
However, even though a state is observable, the
degree of observability can not be obtained from
the observability test. The performance of esti-
mators can usually be tested with covariance
simulation with Kalman filter or experiments.
The numerical simulation and car test given in
(Hong et al, 2004) show that the trends of
estimator behavior are in good agreement with
the analytical results given in this paper on the
observability of the alignment errors. Acceler-
ation changes made the components of the rela-
tive aititude error that were perpendicular to the
direction of the acceleration change observable.
Angular acceleration also made the components
of lever arm error that were perpendicular to the
direction of the angular acceleration observable.

5. Conclusions

This paper studied the observabilities of align-
ment errors in the integration of a low-grade
IMU with a multi-antenna GPS measurement
system. The estimation errors for position, veloci-
ty, attitude, biases of inertial sensors, GPS anten-
na lever arm, and the GPS antenna array attitude
with respect to the IMU body frame were consi-
dered in the observability analysis.

Tt was shown that errors in the lever arm and
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the relative attitude between GPS antenna array
and IMU can be made observable through the
maneuvering of the vehicle. Acceleration change
improves the estimation of the relative attitude of
the GPS antenna array. The components of the
relative attitude error that are perpendicular to
the direction of the acceleration change become
observable. Angular acceleration enhances the
estimation of the lever arm of the GPS antenna.
The components of lever arm error that are per-
pendicular to the direction of the angular accel-
eration become observable. However, the motion
of constant angular velocity had no influence on
the lever arm estimation.

Even though low cost IMU is considered in this
paper, attitude GPS measurements are still ex-
pensive in common use. An analysis with lower
grade attitude GPS receivers including the effect
of cycle slips can be a practical research topic for
future study.
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Appendix

A.1 Proof of Property 4.1
Note that

00000 0

C=|000000 —RELS
000000 —RELY

(070 0 © 00]
000 0 REOO
000 1 000
A=|000 0 000
000—~F% 0 00
000 —LF 000
000 I 0 00]

Since the third and the sixth column blecks in
both C and A are zero matrices, the same column
blocks in CA’T=CA’ are also zero matrices.
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This completes the proof of Property 4.1.

A.2 Proof of Note 4.1
Let and 9 () =[mran{l) ezt mran
{(#)] and

0L 0
R=|00 K¢ (91)
00 0
Then,
Pz (1) :%(t)mi%(t)
at (92)

Wolt) =[5 0 0]

e () =mr(1,5,(t)g?Fb-l-%(mm,g)(t)) (93)

moa.s (£} =0

Since 9 (#) and R are constant matrices, 9, ()
is also a constant matrix for #=1, 2, -+, It can be

“seen that #2.5 is a non-zero matrix for ¥=2, 3,

r=2 &)
co+, Thus, #rLa(f) :ZIer(f)Fb(f), =34,
=

#, where ¢ (f) is a matrix that is a function of
time. This completes the proof of Note 4.1.

A3 Proof of Property 4.2
Note that

'L00000 0
M()=|000000 —RiLS (94)
000000 —RELL

% 50 0 00 =

M(fy=|% 00 —-RELLHO0O0 = (95)
* 00 ~RELLH OO =
* =0 % REO %
Mit)=|* =0 % 0 0 = (96)
% % 0 % O 0 %
1) T
* % —REFY(fH * * 0
Me{t) = * 0 # ¥ 0 (97)
0 * x 0
(2) 7
* % REF?{(f) * ¥ 0 %
M) =| % = 0 ® % 0 (98)
0 * 0 %
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Suppose % (1) (=[0Ph{t} s Vi {t) 7h(8) ELult)
ghn(t) SIL(t ) ?qfu(t)]T) is in the null space of
M.'(f), l=0, [, R /) Thcn, M;(t)ffu(t) =(). Mo(t)
£ (1) =0 implies that §Pn(t) =Fau(t) =0 be-
cause B and [ are linearly independent and R
is non-singular, M {#) % () =0 with 6Pz(¢) =
Faru(t) =0 implies that &V (f) =&qm{t) =0.
Mo(i) % (£) =0 with 6P(t) =Far(t) =6V
(£} =Earu () =0 implies that 8&a.m{#) =0. Note
7}
that #2-,3 (£) —Zcr,(l‘) Fo(8) and mres (1) =
Mz () =0 for = 3,4, -, w2, and Beres (£} =
0 for »=0,1, ---, m, =1, 2, 3. Thus, if all of the
time derivatives of £°(#) have the same direction,
[¢Y]
then 7 (t)=c,(#) F°(#), where ¢y is a real num-
ber that is a function of time. Otherwisc, there

(1) (r—1)
exists #>1 such that F°( ) fb( Y, e D
have the same direction and f Z () has a different
one. Then, F () 7 (8 :F”(t) Fru(t)

J([lg’(t) and ]("z?’(t) have different directions, ¥,
(t) =0. In any case, since Mg (1) =0, =0, 1,

n, 1=1, 23, it is obvious that (0000 0[3 01*
is in the null space of M:(#), i=0, 1, #n—1.
This completes the proof of Property 4.2.

=), Since

A.4 Proof of Note 4.2
Note that for £=1, 2, 3,

Urawes (1) = — vrea B (1) F2 (1)
99
(1) € (1) +-Ze ()
Urpinn (8) = Vriny b £ 6+ C?; Vr(1,4) (£ (£00)

ﬂr-}-](k,s)(f) =Un a2 iE (f) +% i’)r(k.s)(t) (1o1)

Ursiiee () Z% Vrema (1) {102)

Vriran () :% Ve (1) (103)

Thus,

trsana (8 = Vet () F 0raa (.05 (8 F vrnen (D FLE)
Forapa B L trgn(f)

;; (Ur(ks( }+1’rh4)( )Qé’f,(t)+vf<k,5;(t)Fb(t)

Foresl B L= vn ()

U] b))
= Oraan (5 B — e (1 FPLE)
6]

:%(#T(kﬁ)(t)) ~vrial) .{S}b ()~ orasy (1) F2L1)

(104

Since  poan(£) =maan{f) =0 and rteas ()=

(1)
—RE(8) L3825 (1), triwnn(£) is in the form of
(83). Note that

[?)rmz,n (8 Ve (£) venes () ]
Oriien () Ureiea (8) vries (1)
0L 0
00 RE(E)
00 0
4 d f:i’irtzn(f) Uren () Ur(z.s)(f)]
At [ vran (D) vran(t) Vs (f)
=01,

___[:ir’r(Z,l) () vrea(t) vros{t) ]
t

vran () vren () vres(#) {105)

Shu—1
with

[?Jocz,n(t) Vo () t'o(z,S)(t)]
Vo (8) Vo () v (2)
This implies that vras () == vres (£} =0, =0, 1,
n—I1. Thus, tro(f) and g3 (f) have the
forms in (84) and (85), respectively. Since 3

(1} (1)
(6) =RE() L1253 (1), then(t) =RE(E) Las2s (),
{0
tosn(f) =RE(E) Lay 25 (1), veue(8) =RE(H L,y
w
5 (8} —2RE(EV L1, vany(8) =RE(H) L5 (1) —

1 1
2RY(E) Ly v (8) =RE(6) L2 (£) =25 (1)
Ly, and vaas () =RE(t), then, Brayr+1(t) =RE
(f), Q’L,r+1,r(f) =R (t) Li’, (l'z,r+l,r(t) :Rg(t)
L%, and aar, (1) =RE(H) LS. This completes
the proof of Note 4.3.

A5 Proof of Note 4.3
Note that f°(f) =R f'=—R}F () g* where
g% is the gravity vector in the tangential frame. If
the vehicle does not move very fast, it can be

assumed that g* is constant. Thus,

o) =4 (R (1) £

=5 (R () f?
=—R4 @) o)

{106)
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Since wh=0, wh(f) =wh(t). Thus, %fb(f):

— @b () X F°(f). This completes the proof of
Note 4.3.

A6 Proof of Note 4.4
ay w
Since @S is parallel with wl (1), wa="ke(f)

w () where ky(#) is a scular-valued function of
w
time. Considering that @3 is time-invariant, we

have the following relationships :

i (1} (i}
X{(t) =85 (5 825 +025 025 (H)

(107)
=2k, (1) (25 (0))*
) 1
X () =2058025 =20k, ()25 ()2 (108)
(}r()(t)=0, y=2, 3, {109)
Thus, from (82},
ﬂ3(1,6}(f) =R§(t)X(f) (110)
tas () =2REDX(D L REDX(D (1)
v (1) = (r—2) RE()X(D)
+w(”*2)2("’*3) RIOX,
¥ =5, 6,
(112)

From these relations, it can be seen that only &7y

)
() =ciwl can satisfy the relationship fire (£}
87.(#) =0, »=3, 4, ---. This completes the proof
of Note 4.4.

A7 Proof of Property 4.3

Suppose x4(#) is an unobservable mode of
the system (Aq(#), Co(£)). Let £u(8) =T71(8)
44 (f). Then

Y (1 & (8} =0, ¥=0, 1, -, n—1, =1,2,3 (113)

Let fu(t):[(ﬁpu(f))T (6vu(t))T (Tu(t))T (Egu
)T (Ea(t)) T (BLANT (Faua(£))T]7. Then a0,
() £, {1) =0 implies that 6P, (1} =0. Since &
and J, are linearly independent and 2§ (£} is non-
singular, (1) %.(t) = ma{t) . (£) =0 implies
that ¥au (1) =0. 211 (£) %o {f) =0 with 6P, ()=
Pau(t) =0 implies that SV.(#) =0. pwms(#) %,
(5) =p03(8) u(£) =0 with 8P, (#) =7au(t) =0
implies that Eg{#) =0, for the same reason we
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used when it was proven that ¥4(f} =0. Since
@ is constant, X{#) and grae(f) in {79) and
{82} are zero matrices for »=3, 4, --. Hence,
fri (F) is a zero matrix for j=1, 2, 3, =0, 1,
«e-. Thus, 87,(#) can be any vector. If wd is
parallel with g®, then it can be seen from Note

4.3 that J(’TI)’(t) is a zero vector for ¥=1, 2, '
Thus, from Note 4.2 it can be seen that gty ()
is a zero matrix for ¥=2, 3, --+, 7=1, 2, 3. Hence,
tHramlt) is a zero matrix for »=0, 1, -+, j=1I,
2, 3. Therefore, 7,(f) can be any vector. If a
constant vector @S is not parallel with g*, then

n 2)

Fo(#) and f°(¢) are linearly independent non-
zero vectors. Thus, fe1{t) % (8 =1 () F.(8) =
0 with 8P, (#) =8Vu(t) =& (£} =Eault) =7Fou

@ @

(£} =0 implies that f2(¢) X 7, (£} =F"{¢) X 7u
(1)

() =0. This means that %,(#) =0, because f/*(#)

(2)
is not parallel with f®(¢#). This completes the
proof of Property 4.3.

A8 Proof of Property 4.4

Suppose x4(f) is an unobservable mode for
(Ac(t), Ca(t)) and xult)=To(#)x.(#). Let
Tl =8P ()T BV (7u(t))T (Fg
(7 (Ealt))” (814817 (72())7]7. It can
be shown that §Pu() =0Vu(f) =%ult) =En
{

) =0 for the same reasening as shown in Prop-
)

erty 4.3. Since @3, i3 a non-zero vector and /§ is

not parallel with 4, 028} £u(f) =10a(t) %u

() =0 with 8P,(#) =8V.(t) =Fault) =Zg

o

(£ =0 implies that #,(?) =c,@% where ¢ is a

constant number. g (£) %,(1) =0 with 8P, (¢) =

_ w

SVulh) =Falt) :égu(f) =0 and ?_’u(t) :Crwgb

implies that Rf(#) e (f)==0. This means &

() =0, because Rf(f) is non-singular. From
W

Note 4.2, it can be seen that prey () wh= ey
(1} {1}

(#) w8=0 for =3, 4, -+, because w3 is con-

()
stant. If w3 (¢} is parallel with g%, then f°(¢) =
0 for #=1, 2, ---. Hence, str;(1)Zu{t) =0 for
r=0, I, -, j=1, 2, 3 with 8P, () =8V.(t)=

{1}
?au(t) =éau(f) :égu(t) =0 and 7u(t) =Crw2b
implies that g (f) 60 (£ =0 for »=0, 1, ---.
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@
Since w& is constant, it can be seen from Note

B (1
4.4 that 87, (#) =ciwb. If @5 (£} is not parallel
with g% then pa:(£) %x () =par (1) £ (£) =0
with 8P (£) =8V .(t) =Faul)
1)
(#)=0 and 7.(#) = c,w5%. This implies that
(1)

CGRE(E) F (8 b+ REEX(8) 81 (8) =0 (114)
CCRED) B () ol + REO X (2) 8T (5 =0 (115)

)
Let wl=ky (£ wl (£), where ko{#) is a scalar-
W
valued function of time. Then, with constant w5,

it follows that X(¢)=2k,(1)(2%)% (}li)(t)=
2k (1)) P =—05 (7). and
f"() (— kv(t)gbb(t)'l'(-gbb( )2 f8(#). Note
that X(t)=ky(t)X( ) and fb( #) is not paratlel

@
with £°(£). Thus, ¢,=0 and 8{.(2) = (£) 0l
(£}. This completes the proof of Property 4.4.

A.9 Proof of Property 4.5

Suppose xy(f) is an unobservable mode for
(Aa(t), Cal#)) and Fu(#) = Talt) xu(t). Let
Fu(8) =[{8P(tNT BVult)T (7.7 (Ggu
N7 Ea()T (80L0)7 (7ul£))T]T. Ob-
viously, () %, () =0 for »=0, 1,2, j=1,2, 3
implies the following condition

Chﬁu(t) =8Vﬂ(f) =?au(t) =53‘a(ﬁ ={)
W (116)
Full)y =y (£} whs

where ¢, (#) is a scalar—valued function of time.

31 () £ () =0 with the condition implies that
{1)
—c, (8 Fo(¢ )web+X(t)alu( y=0 {17
1 (£) %o (£) =0 with (116) implies that
) 1) 2) [}
&0 2RO PP (6) - RSO F* (1)) s
wm (1) - {118)
+ (2R3 (XD +R DX ) St} =
Considering (117), {118) implies that
(2) 1) [¢3] =
—c (O Fe (B b+ X(H el =0 (119

w0 (1) %4 (#) =0 with (116) implies that

=§au(f) =E&gu,

[C L] e n
o6 { 3RO PP =3Ra0 P~ RS P

( @ ) 0

(120)
HIREX( +IRDX () (=0

Considering {117) and {119), (120) implies that

3) (1}

cr (1) F2 (1) @b=0 (121)
tan (1) %o (#) =0 with (116) implies that
(3) (l) (2) (2)
( —4RE (¢ 6Re(r)F”()
*4Re( )F”( ) {122)
(2) (1)
+(4R§( DX +6RE(DX(0) 8L (1)
Considering (117), (119}, and (121), (122} im-
plies that
{4) (1)
cFP () wh=0 (123)

(L)
Since wd (¢} is not parallcl with wl, the three
W
vectors wiy (1), wls, and a)ebXa)eb(t) are linearly

independent. Hence, the specific force can be
decomposed with the vectors such that

1
=k () ws () +he () 0%
W
+k3(f) wé’bxwgb(t)

where ki (#), k(#), and ks{f) are scalar-valued
functions of time. Considering that

£ (124)

@

Phi1y=(20.98 (008 (0 68 - (& (") (1) (129

1) (1

) {1}
Fo=cr(1) (32505 —305.05 (1 25 (1) (1)

@ (126)
04 (1 £4)
(121) and (123) implies that
(20508 (5 +5 (0. Gh — (08 (0)") /(1)
M (127)
—a(t) we=0
(1 (b {1
e(6) (305,05 — 305,05 (1 25 ()P (1)
(128)

N

_Cl(ll).er (f) ffl‘eb_Cz(t) Wep =0

where ¢ {#) and ¢;(#) are scalar-valued func-

tions of time. Substituting {124} into these equa-
tions, it follows that
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(=) (b0 lt) b ) 4205 e o

— Dt F{ b 1)) (1)) (1)

M)
+{ el 0t 0 Pl () =20, (6 w0 0) ol
o (129;
+Cr(t”wzb Whs(£) —cl ))G)eb

el b (OPR()
~36,(0) (b0 ) sl b X s 11 =0

(lg 2
ey

(

(=360 |ob kit =36, ] 0B (OF o k(1) a0
+(3c0)(wb-olel))

0]
+3¢,(1) (w0 (1) 0 (1)

(FR() ~c))ab  (130)
+( =360 ah a0 )

(i) 42

(1
~3,{0)] ] Blt) +al8) ) b X0k {£) =0

These mean

1O A PXUREPACI PATNT)
“ (131)
—e(Blat )P @l () (1) =0
b 2 “.’3 b
(016 (6P () =26, (8) - ) el
()b l0 (D —alt) =0
— o (8} we (1) Phe (1)
1
36,0 (abeatut))min=0 I
B |2
~3e,(1) wh | ful0)
W gz (134)
=3¢,(8)] 0l (D F| 0l ka(8) =0
se,(0) Wl lD)) B0
{135)

36, 8) (00 ) 0o )Pl 13 = () =0

~30,(1) { wh 0 (8)) )
- 136

—3c, {8 | wls| Fa(t) + 1 (2) =0

From (131) and (134), it follows that ¢,{{) k&
(£y=—c, (£} |l (#) [Phs (£} and ¢, (£) ke (£) =0.

Applying these relationships to (132) and (136),

it foltows that ¢; (£) =0 and ¢,{¢) ks (#) =0. Thus,
c;(t)kl(r):Cy(f)kz(t):C}'(t)kﬁ)(f):o If Cr
(#) 70, then fi(¢) =k(¢) =ks(¢)=0. This is

tmpossible because FE) =— Ry (t) g®+0. Thus,

() =0 {137)

w B
Applying this relation to (119}, we have X () 6/

W oW m
{#) =0. Since X(¢) =285 £5 for constant %,

only the following relation satisfies {119)

(1}

8L = (8 why

where (£} is a scalar-valued function of time. If
{138) and (137) are applied to {117}, it follows
) )
( )G)eb:o Since X( ) .er-er(t)'{'
)
245 (t).er for constant @3, it follows that ¢,(¢)

(1) ) (l.)
wé’bxwgb(f) X ws=0. Since ws, is not parallel

with @&, ¢:{#) =0. Thus, it follows that x.{¢) =
%4(#) =0. Therefore, the time-varying system
(A (t), Colt)) is observable. This completes the
proof of Property 4.5.

(138)

that ¢{ t)
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